THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

How to find a Needle in a Haystack ?

On the Detection of Anomalies in Large Traces
Jean-Marc.Vincent@imag.fr

Laboratoire d'Informatique de Grenoble, INRIA Team Polaris

ANR Marmote
June 2, 2016

Joint work with : Robin Lamarche-Perrin, Lucas Mello Schnorr, Damien Dosimont,
Guillaume Huard, and Yves Demazeau.
Work partially supported by ANR Geomedia, Songs and Marmote

- UNIVERSITE
gt P maemai ' Grenoble
R & Alpes >

How to find a Needle in a Haystack ? |1 /27



ANOMALIES METHODOLOGY SYNTHESIS Complements
HOW TO FIND A NEEDLE IN A HAYSTACK ?

@ TuE PROBLEM : Extracting macroscopic information from microscopic measures
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

ARE WE ABLE TO UNDERSTAND THE BEHAVIOR
OF LARGE APPLICATIONS ?

Stampede (TACC) ~ 500 000 cores |
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METHODOLOGY SYNTHESIS Complements
ANALYSIS OF LARGE TRACES : PERFORMANCE DEBUG

ANOMALIES

THE PROBLEM

Adaptive analysis of large traces : example MPI program (LU factorization)

4/27
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ANOMALIES METHODOLOGY SYNTHESIS Complements
ANALYSIS OF LARGE TRACES : PERFORMANCE DEBUG

Adaptive analysis of large traces : example MPI program (LU factorization)
(Zoom in time)
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

EXTRACTING MACROSCOPIC INFORMATION
FROM MICROSCOPIC MEASURES

A haystack

Needles
B 1

| fe
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

EXTRACTING MACROSCOPIC INFORMATION
FROM MICROSCOPIC MEASURES

A haystack Elementary model of processes behavior

. State 1
O State 2
Recorded events
. State 3
Corei

b L. tas

Time
Fine grain event traces or regular sampling
Id date location state event information
k e Core i State 1 Event foo
k+1 fet1 Core 1 State 2 Event bar
Needles k+2 o Core i State 3 Event barfoo
r ]

b
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EXTRACTING MACROSCOPIC INFORMATION
FROM MICROSCOPIC MEASURES

A haystack Elementary model of processes behavior

. State 1
O State 2
Recorded events
. State 3
Corei

b L. tas

Time

Fine grain event traces or regular sampling

Id date location state event information
k e Core i State 1 Event foo
k+1  fq  Core i State 2 Event bar
Needles k+2 o Core i State 3 Event barfoo
B N
Objective
—— @ Provide a measure of the quality of macroscopic visualizations.
. ‘ @ Provide an interactive synthetic representation of large-scale ! .

data with partial multi-level aggregations.
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THE PROBLEM METHODOLOGY SYNTHESIS Complements
HOW TO FIND A NEEDLE IN A HAYSTACK ?

© ANOMALY : Heterogeneous (unexpected) Macroscopic Behavior
@ SPACE : Localization Heterogeneity
@ TIME : Temporal Heterogeneity
@ SPACE/TIME : Behavior Heterogeneity
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THE PROBLEM METHODOLOGY SYNTHESIS Complements
SPACE ANOMALIES
EXPERIMENTING ON WORK-STEALING TRACES

Case study 1 : classical behavior
A Hierarchy: Cluster (3) - Machine (50) - Process (433

Cluster level

Full aggregation

Multi-resolution representation: hierarchical partial zooming ‘
I G
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THE PROBLEM METHODOLOGY SYNTHESIS
SPACE ANOMALIES
EXPERIMENTING ON WORK-STEALING TRACES

Case study 2 : widely spread anomaly
A Hierarchy: Site (5) - Cluster (9) - Machine (188) - Process (188)

A.1 Cluster level

-
ﬂ

A.3  Full aggregation

Multi-resolution representation : focus on heterogeneity

Complements

e
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VISUALIZATION OF A MILLION OF PROCESSES
jerarchy: Site (10) - Super-Cluster (100) - Cluster (1000) - Machine (10000) - Process (1000000)
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

EXPERIMENTS ON EMBEDDED SYSTEMS

Framesoc - Eclipse Pltform

Fle Eot Novgate Search Project of Fromesoc un Wndow Help

Prvivim i Qvidvihvivioevev|o Q s B | [Resource O Framesoc
tats 7 Ocelott 3 |I= Gane Chat. 1= Gante Chart o B BEEOW =0
s ==
TR v

p=1

Multi-level aggregation: Ocelotl Application/Demo
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EXPERIMENTS ON EMBEDDED SYSTEMS

Framesoc - Eclipse Pltform

Fle Eot Novgate Search Project of Fromesoc un Wndow Help
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Multi-level aggregation: Ocelotl Application/Demo Ll

How to find a Needle in a Haystack ? 10 / 27



THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS

Complements
EXPERIMENTS ON EMBEDDED SYSTEMS
Ble Edt Novgate Search Project 4: Frjﬂve:xdﬁu: m:wi E(:p - - ‘ R .
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p=0.88

s
Multi-level aggregation: Ocelotl Application/Demo
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EXPERIMENTS ON EMBEDDED SYSTEMS

Framesas - Eclipse Platform
Ele Edt Novgate Search Project o Fromesoc Bun Window Help

& | [iResource [P Framasee

aEI BEON =0

p=0.47

s
Multi-level aggregation: Ocelotl Application/Demo
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EXPERIMENTS ON EMBEDDED SYSTEMS

Framesoc - Eclipse Platform

Ele Edt Novgste Search Project o Fromesoc Bun Window Help
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Multi-level aggregation: Ocelotl Application/Demo
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THE PROBLEM METHODOLOGY SYNTHESIS Complements
EXPERIMENTS ON EMBEDDED SYSTEMS

Framesoc - Eclipse Platform

Fle Edt Novgate Sewrch Project o Framesoc Run Window Help

p=0.09
Multi-level aggregation: Ocelotl Application/Demo L
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EXPERIMENTS ON EMBEDDED SYSTEMS

Framesoc - Eclipse Platform

Ele Edt Novgote Search Project of Fromesoc Run Window Help
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Multi-level aggregation: Ocelotl Application/Demo
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EXPERIMENTS ON EMBEDDED SYSTEMS

Framesoc - Eclipss Platform
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Multi-level aggregation: Ocelotl Application/Demo
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS

Complements
EXPERIMENTS ON EMBEDDED SYSTEMS
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Multi-level aggregation: Ocelotl Application/Demo s
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THE PROBLEM METHODOLOGY SYNTHESIS Complements
EXPERIMENTS ON EMBEDDED SYSTEMS
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Multi-level aggregation: Ocelotl Application/Demo s
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THE PROBLEM METHODOLOGY SYNTHESIS Complements
EXPERIMENTS ON EMBEDDED SYSTEMS

Framesoc - Eclpsa Platform
Fle Edt Nevgate Seach Prject o Framesoc Run Window Help

v E - BGE D P B 3 A s B e l® Quauickaccess i B8 | B Resource [ETTE

5 Traces 7 Trace Details 7% Ocelott = Gantt Chart 1= Gantt Chart | = > TsRecord 50 M ralvwoo|l=EIBe6w -0
Percentage ofdsplayed inks: 0.0%

Event Producer 1 3355 3105 355 3505 3855

1458 (stm_fe_ip.4)
1459 (stm_fe.ip.5)

1543 (HDMIRX_Signal_M)
1759 (es_record)

1760 (TeDmxBWQSe6012¢)

a— TR T TR e e e
) —
e o S S

1770 (mttd)
Intemup 89 (GIC TANGOTP-MEX) O O 000 O OO
REAERALN AIRNRRRRRRNN LN il AIRNRRRRERNA

Interrupt 130 (GIC MDTP_0)

Interrupt 131 (GIC MDTP_1)
Interrupt 132 (GIC MDTP_2)
Interrupt 168 (GIC eth)
Interrupt 184 (GIC ehehed:usbS)
Interrupt 208 (GIC dislaylink)
Intermupt 207 (6IC vaynco)

Interrupt 208 (GIC vaync1)

SOtIRQ (net_rx_action)
SOftIR (et tx_action)
sys.read

sysowite

0. e 0. 0. 1502 1802 0. 0. B 2002 e 3600 900 . 0. = e ae

All events : sys_write () blocked writing on USB disk
| g

L1 G

Multi-level aggregation: Ocelotl Application/Demo
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THE PROBLEM METHODOLOGY SYNTHESIS Complements
SPATIOTEMPORAL AGGREGATION

MPI_Init MPI_Allreduce MPI_Recv
5a [
Sp[
Heterogeneous
Spatiotemporal
= Behavior
Se : Temporal Perturbation
T T T T
0Os 20s 40s 60s

Figure 4.  Ocelotl overview of the MPI application LU, class C, 700
processes, executed on the Nancy site of Grid’5000 (S 4: Graphene, Sp:
Graphite, Sc: Griffon). We mainly distinguish an initialization sequence
(0-205), followed by the computation phase, where the behavior of the
Graphite cluster is heterogeneous in space and time, and there is a
perturbation that touches only the execution of the Griffon cluster (34.55).
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THE PROBLEM METHODOLOGY SYNTHESIS Complements
SPATIOTEMPORAL AGGREGATION

Figure 1. Our analysis tool, Ocelotl, showing an overview of the execution
of the NAS-CG application, class C, 64 processes, on the Grid’5000 Rennes
site: the trace is partitioned into aggregates that correspond to a locally
homogeneous behavior of the application over time and among a set of
computing resources. We distinguish a perturbation around 3,00E9, caused
by the concurrent execution of applications competing for network access.
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THE PROBLEM ANOMALIES SYNTHESIS Complements
HOW TO FIND A NEEDLE IN A HAYSTACK ?

© METHODOLOGY : Information based Aggregation
@ MACROSCOPIC STATE : Information based approach
@ PARTITION : Algorithms and Complexity
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THE PROBLEM ANOMALIES SYNTHESIS Complements
BUILDING MACROSCOPIC INFORMATION

The Clustering Approach

» Similarity of objects (distance
function, usually in an euclidian
space)

» Many methods, (k-means,
hierarchical,...)

> Level of clustering (dendograms)
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SYNTHESIS Complements

BUILDING MACROSCOPIC INFORMATION

The Clustering Approach

» Similarity of objects (distance
function, usually in an euclidian
space)

» Many methods, (k-means,
hierarchical,...)

> Level of clustering (dendograms)

Main difficulties
= distance function: semantic of the
function

= definition of distance between
clusters (centroids, center of
gravity,...)

= semantic of the quality function
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THE PROBLEM ANOMALIES

METHODOLOGY

SYNTHESIS

BUILDING MACROSCOPIC INFORMATION

The Clustering Approach

» Similarity of objects (distance
function, usually in an euclidian
space)

» Many methods, (k-means,
hierarchical,...)

> Level of clustering (dendograms)

Main difficulties
= distance function: semantic of the
function

= definition of distance between
clusters (centroids, center of
gravity,...)

= semantic of the quality function

Aggregation Approach
Definition of an aggregate
> set of locations
> time period

» probability distribution on the state-space of objects

Restrictions to a set of meaningful subsets

» contiguous locations
> time intervals

= External information: hierarchy, topology, time
contiguity ...

Quality of an aggregation function

> Information loss
» Complexity gain

= allows comparison, composition, and interpretation
(coding)

How to find a Needle in a Haystack ?
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THE PROBLEM ANOMALIES SYNTHESIS Complements
AGGREGATION PROCESS

I
11.1

Microscopic information Aggregated information

1l- .
in I =

Composition of aggregates
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THE PROBLEM ANOMALIES

METHODOLOGY

SYNTHESIS Complements

ENTROPY : MEASURE OF HOMOGENEITY/DISORDER

Entropy

o

Isk] |s
H = - — I
2 g1 1082 g
Zp log i
g 2Pk

—— Fntropy for a twostate system
st /

£ o6l

&

Proportion of state 1: p

Quantity of information to code
the system

Entropy Properties

>
>
>
>

Entropy Gain

v v vy

H > 0,H(p) = 0 = deterministic system
H(p) < log, n, H(p) = log, n = uniform system
Independence property

Conditioning

G = Huicro — Himacro

maximal if one aggregate

Composition property

How to find a Needle in a Haystack ?

G = 0 (no aggregation or deterministic micro-system)
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THE PROBLEM ANOMALIES SYNTHESIS
ENTROPY AND COMPLEXITY

Parametrized Information Criterion
pRIC(A) = p x Gain(A) — (1 — p) x Div(A)

Shannon entropy measure of complexity

Gain(A) = (v(A)log, v(A)) — Z (v(e) log, v(e))
ecA

Kullback-Leibler divergence estimates the information loss

A — v(e)
Div(A) = ;U(E) x log, (v(A) X \A|)

» The sum property of quality measures enables independent
computation of aggregates

» Hierarchical organization allows a recursive evaluation
of branches

» Efficiently implemented through dynamic programming

How to find a Needle in a Haystack ?

Complements
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THE PROBLEM ANOMALIES SYNTHESIS
HIERARCHICAL STRUCTURE

1

my mo ms

ANV

mi msa ms

A

1
(Pl P2 P3 P4 Ps p7 Ps)
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THE PROBLEM ANOMALIES

HIERARCHICAL AND TEMPORAL STRUCTURE

SYNTHESIS
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a. The microscopic model (12 resources b. A non-optimal spatial and temporal c. An optimal spatial and temporal
and 20 microscopic time periods) aggregation (3 clusters and 4 time periods) ~ aggregation (3 clusters and 6 time periods)
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d. An optimal
(56 spatiotemporal areas)

e. A higher-level

f. Visual aggregation of 3.d (21 data
aggregation (15 spatiotemporal areas)

aggregates and 7 visual aggregates)
Figure 3. Aggregation and visualization of an artificial trace giving the behavior of 12 resources during 20 microscopic time periods (two possible states)

How to find a Needle in a Haystack ?

Complements

,_

19 /27



THE PROBLEM ANOMALIES SYNTHESIS Complements
ALGORITHMS AND COMPLEXITY

The Set Partitioning Problem

Given:
* aset of individuals Q= {xqg, ..., x5}
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* aset of individuals Q= {xqg, ..., x5}
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

ALGORITHMS AND COMPLEXITY

The Set Partitioning Problem

Given:

e aset of individuals Q= {xq1, ..., xp}

* asetof admissible parts P = {X;, ..., X;p} C 29
* acost function c:P->R

c(Xy)

c(Xe)

c(Xs)

How to find a Needle in a Haystack ?
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THE PROBLEM ANOMALIES SYNTHESIS Complements
ALGORITHMS AND COMPLEXITY

The Set Partitioning Problem

Given:

e aset of individuals Q= {xq1, ..., xp}

* asetof admissible parts P = {X;, ..., X;p} C 29
* acost function c:P->R

* the corresponding set of admissible partitions B = {X < P such that X is a partition of Q}

c(Xy)

c(Xs) c(X3)

c(Xy) g
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

ALGORITHMS AND COMPLEXITY

The Set Partitioning Problem

Given:

* asetof individuals Q= {xq1, ..., xp}

* asetof admissible parts P = {X;, ..., X;p} C 29
* acost function c:P->R

* the corresponding set of admissible partitions B = {X < P such that X is a partition of Q}

c(Xy)
c(X3)
N7

Problem: Find an admissible partition
that minimizes the cost function:

Xt = ar§£in<z C(X)>

XEX

- NP-complete!
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ALGORITHMS AND COMPLEXITY

The Set Partitioning Problem

Given: i 0 . Additional
e aset of individuals = X1, e, X .

* asetof admissible parts P = {X;, ..., X;p} C 29 / assumptlons
* acost function c:P->R

* the corresponding set of admissible partitions B = {X < P such that X is a partition of Q}

c(Xy)
c(X3)
N7

Problem: Find an admissible partition
that minimizes the cost function:

Xt = ar§£in<z C(X)>

XEX

- NP-complete!
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THE PROBLEM ANOMALIES SYNTHESIS Complements
ALGORITHMS AND COMPLEXITY

Memoization

—
Branching

Recursion

Memoization Memoization

32

How to find a Needle in a Haystack ?
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THE PROBLEM ANOMALIES METHODOLOGY Complements
HOW TO FIND A NEEDLE IN A HAYSTACK ?

© SYNTHESIS AND OPEN QUESTIONS

How to find a Needle in a Haystack ? |21 / 27



THE PROBLEM ANOMALIES METHODOLOGY Complements
SYNTHESIS AND OPEN QUESTIONS

Proposition: Multi-scale aggregation driven by information content
» Automatic computation : information contained in a representation

» Optimal representation (compromise complexity /information loss) according a hierarchy
structure

» Polynomial time computation of the optimal
tree : O(n), sequence : O(n?), spatio-temporal O (1)

» Scalable now to a million

How to find a Needle in a Haystack ? |22/ 27
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THE PROBLEM ANOMALIES METHODOLOGY Complements
SYNTHESIS AND OPEN QUESTIONS

Proposition: Multi-scale aggregation driven by information content

» Automatic computation : information contained in a representation

» Optimal representation (compromise complexity /information loss) according a hierarchy
structure

» Polynomial time computation of the optimal
tree : O(n), sequence : O(n?), spatio-temporal O (1)
» Scalable now to a million
Open-source software — Viva and Ocelotl
» https://github.com/schnorr/viva
> https://soctrace-inria.github.io/ocelotl/
» Currently being packaged to Debian
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SYNTHESIS AND OPEN QUESTIONS

Proposition: Multi-scale aggregation driven by information content
» Automatic computation : information contained in a representation

» Optimal representation (compromise complexity /information loss) according a hierarchy
structure

» Polynomial time computation of the optimal
tree : O(n), sequence : O(n?), spatio-temporal O (1)

» Scalable now to a million

Open-source software — Viva and Ocelotl
» https://github.com/schnorr/viva
> https://soctrace-inria.github.io/ocelotl/
» Currently being packaged to Debian

Issues yet to be addressed

> Generalization of the approach/algorithm to : networks of processes (graph based
aggregation), geometrically located processes, sets of causally-related events (causal
aggregation), semantic aggregation (superstates).

» Combination with other complexity measures : Minimal Description Length, theoretical
framework (Kolmogorov Complexity)

» Application to other scientific domains: embedded systems, multi-agent systems, geography,
social sciences...

How to find a Needle in a Haystack ?
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

APPLICATION : INTERNATIONAL RELATIONS THROUGH
NEWSPAPERS RSS

Figure 1: Time aggregation of the probability that Syria appears in the RSS flows “Times of India - International”
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

APPLICATION : INTERNATIONAL RELATIONS THROUGH
NEWSPAPERS RSS

Figure 3: Weekly frequencies of Syria quotations in four RSS flows
Le Monde The Times of India
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS Complements

APPLICATION : INTERNATIONAL RELATIONS THROUGH
NEWSPAPERS RSS

Figure 4: Optimal time aggregation of the frequencies of Syria quotations in four RSS flows
Le Monde The Times of India
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THE PROBLEM ANOMALIES METHODOLOGY
SPATIAL (HIERARCHICAL) AGGREGATION

1JCAI 2013 VIDEO COMPETITION

August 3-9, 2013, Beijing

Multi-resolution Representations
of Media Information

R. Lamarche-Perrin Y. Demazeau J.-M. Vincent

‘ LABORATOIRE D’INFORMATIQUE DE GRENOBLE

RSS - flows = international relations

How to find a Needle in a Haystack ?
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ANOMALIES METHODOLOGY SYNTHESIS Complements
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS
STOCHASTIC PROCESSES AND ENTROPY

Conditioning

Entropy of a couple of r.v. (X,Y)
H(X,Y) = H(Y) + H(X]Y)
X and Y are independent iff

H(X,Y) = H(X) + H(Y).
Entropy rate of a stochastic process

H(X) = lim %H(xl,... , Xn)

Conditional entropy rate of a stochastic
process

1
H'(X) = lim =H(Xn|Xy—1, -+ , X1)
non

Remark (stationary):
H(Xu|X,—1,- -+, X1) is nonincreasing U
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THE PROBLEM ANOMALIES METHODOLOGY SYNTHESIS
STOCHASTIC PROCESSES AND ENTROPY

Conditioning Theorem
Entropy of a couple of r.v. (X,Y) For a stationary process
H(X,Y) = H(Y) + H(XY) H(X) = H'(X)
X and Y are independent iff i.i.d. process: {X,}
H(X,Y) = H(X) + H(Y). H(X) = H'(X) = H(X,)

Homogeneous stationary Markov chain
Entropy rate of a stochastic process

1
H(X) = H(Xz|X1) = > _m Y _pjjlog o
j L]

i

H(X) = lim %H(xl,... , Xn)

Conditional entropy rate of a stochastic
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